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INTRODUCTION :

Accidents in complex systems send us signals. They may be harbingers of a catastrophe. Some even
argue that a "normal" consequence of operations in a complex organization may not only be the
goods it produces, but also accidents and--inevitably---catastrophes)

We would like to tell you the story of a large, complex organization, whose history questions the
argument "that accidents just happen." Starting from a less than enviable safety record, the National
Ignition Facility (NIF) has accumulated over 2.5 million safe hours) The story of NIF is still
unfolding. The facility is still being constructed and commissioned. But the steps NIF has taken in
achieving its safety record provide a principled blueprint that may be of value to others. Describing
that principled blueprint is the purpose of this paper.

The first part of this paper is a case study of NIF and its effort to achieve a world-class safety record.
This case study will include a description of (1) NIF’s complex systems, (2) NIF’s early safety
history, (3) factors that may have initiated its safety culture change, and (4) the evolution of its safety
blueprint. In the last part of the paper, we will compare NIF’s safety culture to what safety industry
experts, psychologists, and sociologists say about how to shape a culture and control organizational
error.

A CASE STUDY: CREATING A WORLD-CLASS SAFETY CULTURE
AT THE NATIONAL IGNITION FACILITY

WHAT IS THE NATIONAL IGNITION FACILITY?

Purpose of NIF

NIF will use the world’s largest laser to compress and heat BB-sized capsules of fusion fuel to
thermonuclear ignition. NIF experiments will produce temperatures and densities like those in the Sun
or in an exploding nuclear weapon. The experiments will help scientists sustain confidence in the
nuclear weapon stockpile without nuclear tests as a unique element of the National Nuclear Security
Administration’s Stockpile Stewardship Program. NIF will produce additional benefits in basic
science and fusion energy.

The Buildings and the Laser System

NIF is 704 feet long, 403 feet wide, and 85 feet tall--about the size of a football stadium. The $260
million, 7-acre NIF building complex was completed on schedule and within its allocated budget on
September 30, 2001. There are 400,000 square feet of structural surfaces, 73,000 cubic yards of
poured concrete, 12,700 tons of steel and rebar erected, and 210,000 cubic yards of earth moved.



The 192 laser beams will generate a peak power of 500 trillion watts, 1000 times the electric
generating power of the United States. In the master oscillator room, the initial 1 billionth of a joule
light pulse is amplified 10,000 times, then split into 48 separate laser pulses. In the preamplifier
module, each of the 48 pulses is further amplified 20 billion times, and then split 4 ways to create 192
beams. The beams will focus on a BB-sized piece of material resulting in fusion.

Current Operational Status

Prior to 2000, most of the work conducted on the NIF site was standard large-building construction.
During the last year, major construction activities have given way to installation and acceptance
testing, presently a subset of laser beams is undergoing qualification testing and commissioning. The
operations in the building range from construction-like activities to experiments in clean room areas
similar to those in semiconductor fabrication~

THE CONDITIONS AT NIF PRIOR TO ITS CULTURE CHANGE

Safety Programs in Place Prior to the Change

NIF’s on-site contractor had a Laboratory-approved safety program and also its own safety
professionals. As the owner, NIF had in place an overarching safety plan and program that covered
everyone working on the site. The Laboratory had assigned a safety team dedicated to NIF.

Summary_ of the Safety Record

Prior to calendar year 2000, our safety record was marred by a Total Recordable Rate (TRR) over
fourteen. By comparison, the national average is near five or six. In calendar year 2000, the rate began
to drop and was just under 5.0. By the end of calendar year 2001, the TRR was 1.68, where it
remained during 2002. In terms of Lost Work Cases (LWC), NIF was averaging over 16 in the years
prior to 2000. By 2001, the LWC rate dropped to zero, where it has remained as of this writing
(December, 2002). That record represents about 2.5 million safe hours--hours without an LWC. This
is a remarkable record given that NIF has heavy construction going on side-by-side with precision
optical installation and alignment. The work culture ranges daily from one that might mostly contain
laborers to skilled tradesmen to laboratory technicians to engineers and physicists.

WHAT MAY HAVE INITIATED THE CHANGE?.

NIF Management Prior to the Change

During the late 1990s, NIF’s management staff tolerated our accident rate. We mean by that while
NIF’s accident rate remained high and unchanging for several years, NIF made no significant change
in its safety program. During this early phase, it assumed a distinctly hands off approach to safety
management on the work site. NIF senior management took the position that the contractor was
responsible to accomplish the technical goals safely.

New NIF Management

As part of a broad organizational change within NIF, a new cadre of uppeMevel managers was
brought in to deal with technical and budget issues. As those issues began to be resolved, those new



upper level managers began to focus not only on technical performance, but also safety performance.
NIF management also took a more direct, hands-on approach to managing its contractor. As old
contracts were rewritten, NIF was able to hold the contractor more accountable for its safety record.

With an upper management focus on safety, people at all levels of the organization began tO be more
interested in our injury rate. The high rate started to affect morale. The high rate became not only a
moral issue. It became one of pride. And it became an issue with NIF’s manager, the Department of
Energy. NIF was supposed to be a world-class laser facility and it was not managing its safety well.

The new upper management focus on injuries and safety management was a crucial seed in what was
to become a top-down, cultural change process.

Key Mid-Level Managers

Another seed for change came when a separate Laboratory laser program unexpectedly ended; and
many of those people began to populate NIF. These people brought with them an operations and
safety culture that had the beginnings of a world-class safety organization (though it had not yet
achieved that status). Partnering with their contractor, AlliedSignal, that laser program put in place
strong operations and safety management programs¯ Its accident rate dropped fourfold in a year.

The stage was now fully set for a cultural change. (1) There was a new upper-level management focus
on both safety and technical performance. (2) Line,managers who had prior experience in making 
safety culture change were filling key positions¯ (3) A growing, organization-wide, interest in our
injury record and a realization that we had to do better¯ NIF’s new safety culture started to evolve
then.

THE EVOLUTION OF NIF’S SAFETY BLUEPRINT

A little over two years ago, a worker received a major injury from which he subsequently recovered.
That injury resulted in NIF conducting an internal and a DuPont led independent review of our safety
programs. Those reviews led to four major themes that have dominated NIF’s safety culture change.
These themes include (1) establishing a philosophy that all incidents are preventable, (2) influencing
safety performance through broad top-down initiatives; (2) establishing a clear line-management
commitment to safety and work excellence, and (3) developing Work Teams committed to working
within established safety and work envelopes.

NIF’s Safety Philosophy

There were many discussions about what our safety goal should be. Should we set the goal at "zero
accidents"? Or should we set the goal of merely having "the best" safety record at the
Laboratory--which meant (everyone knew privately) NIF would tolerate some number of accidents
per year.

The program leader’s decision to have "The Goal is Zero!" as our safety goal was a defining moment
in NIF’s safety history.

At first, it--"The Goal is Zero!"--was merely a slogan and not a goal. With time, people started to
realize we could control our culture and our accidents. It was at that point the slogan entered our
culture and became our goal.



Influencing Safety Performance Through Broad Top-Down Initiatives

There were several broad, top-down organizational initiatives (many starting about the same time)
that influenced NIF’s safety culture. One of these initiatives was a management willingness to learn
and change as the result of incidents. In a broad organizational fashion, NIF became more aggressive
about changing itself when it needed to imProve its safety performance.

A new willingness to learn was reflected in incident analyses that became more efficient and thorough
in identifying root causes. For example, when a major accident occurred, an organizational stand
down took place, along with a reassessment of how we were doing work. Managers were becoming
increasingly aware of their roles in an accident.

A recent example of NIF’s aggressive, quick acting response to an incident came after a worker
injured a finger when his ring got caught on a truck. A policy was instituted banning rings in the
construction areas of the site. It was not an issue of how likely it was that another ring-related injury
could occur. We had learned that it could happen. And we wanted to prevent it from happening again.

The broad organizational initiatives were documented in a new site safety program.That program
brought to the forefront our "core processes" (which, if violated, would result in a work stoppage or
disciplinary action). Key line managers were responsible for identifying these practices and
developing the procedures for implementing them. Line managers’ involvement in developing the
procedures was essential to these managers’ later commitment.

As NIF’s culture evolved, these "core processes" would come to reflect our safety values.

Establishing a Clear, Line-Management Commitment to Safety and Work Excellence

The new site safety program did not have an immediate impact on our injury rate. One barrier to
change was the very people--line managers--who needed to implement the new philosophy, policies,
and procedures were not doing so. In hindsight, we had overwhelmed them and workers with a paper-
centered safety program.. And we needed to change it to a people-centered safety program.

To overcome the apparent complexity--and to give line managers value-added tools--NIF set in
place broad education programs explaining both our "core safety processes", as well as how upper-
management expected them to be implemented. These programs were intended to transform NIF’s
paper-centered program into the person-centered program we had hoped it would be. These diverse
programs included:

1. A suite of web-based safety-leadership courses was tailored for each person’s role in the
organization. People did not have to wade through four inches of documents. The courses
helped show that NIF thought the information was important.

2. A daylong course was specifically directed at helping line managers, team leaders, and
workers learn how to communicate with each other about work and safety controls. Managers
and workers learned to better understand what to expect of each other.3

3. A tiered, formal management waikabout process focused on work authorization standards and
communication. The process has gradually become more common. These walkabouts started
to close the loop from senior managers’ expectations to team leaders’ implementation of
policies to workers’ maintaining the planned safety envelope.



41 Clear lines of work authorization and control were established. This provided a structure for
ensuring that Job Hazards Analyses (JHAs) and other safety reviews were performed.
Decision points were established for various work packages. These decision points ensured
that both technical and safety goals could be met before proceeding. Expectations were being
communicated throughout the management chain.

5. Coupled with these programs were the insights of a DuPont consultant that helped our
implementation at key points in the process.

Developing Work Teams Committed to Working within Established Safety Envelopes

To make a top-down change process complete, workers need to engage that process. NIF had put
philosophies, policies, and procedures in place. It was training line managers. But when the new
safety program came out, workers were a bit reticent. They had seen safety programs come and go.
They wanted to know: "Does management really care about our safety? What’s in it for me?"

Change begins with leaders communicating goals and standards. An effective communication process
is simply about how good leaders create an organization in which people can achieve extraordinary
goals.

To ensure that the communication process was effective, the following initiatives were engaged at
about the same time (some of these we mentioned earlier):

1. The web-based safety leadership courses that informed workers about NIF’s safety goals and
procedures. This process helped set the stage for change.

2. Tiered management walkabouts emphasized upper management’s commitment to safety and
provided a venue for workers and managers to create a dialog.

3. Daily Work Team Meetings are held each day before work begins. Work Teams review the
safety and technical goals as outlined in the Safe Plan of Action form and then sign it to
indicate they understand what needs to be done that day. These meetings reinforce not only
good safety and work practices, but also reinforce the notion that safety management flows
down through the work authorization chain.

4. The walkabouts and team meetings are venues for team leaders and line managers to
personally affirm NIF’s commitment to safety and ensure safety envelopes are maintained.

Because NIF’s safety culture evolution was a top-down phenomenon, it took the personal leadership
of line managers and Work Team Leaders to demonstrate NIF’s commitment to safety.

This personal leadership was accomplished through their presence and words. Using a structured
work authorization chain, line managers communicated the safety standards established in our JHAs
and other safety documents.

How did these first line supervisors ensure that workers maintained their safety and work envelopes?
Just as all leaders have in the past, through positive and negative reinforcement. Importantly, the
leaders provided that reinforcement with the backdrop of a clearly defined daily safety and work
plans. And to ensure the first line supervisors were fulfilling their responsibilities, mid-level managers
monitored the work teams.



Was safety leadership executed perfectly? No. But NIF’s safety record reflects a major change in
workers’ performance---and is a testament to the power of focused, personal leadership at all levels in
the chain of command.

During the first year of NIF’s culture change, the top-down process began to answer the workers’
question about whether management cared. Workers started to believe that management did care.
Later on, workers’ second question (What’s in it for me?) began to be answered--the answer being
that if work is dolae as planned, it will likely be done safely and with a sense of accomplishment.

Work performance is not going to change unless it has been reinforced. Without having conducted
any formal surveys into worker attitudes, we can only provide our professional judgment about what
reinforced the change in worker performance at NIF. We believe those change factors include:

1. Line managers and Team Leaders communicating clear safety and work expectations--and
reinforcing good performance during regular supervision.

2. A personal leadership style that communicated NIF’s commitment to safety. Workers
returned this commitment with their own commitment to working safely.

3. A gradually improving safety record has instilled a frequently verbalized pride in NIF’s
successes. The safety and work record that NIF is achieving provides a rewarding sense of
professional accomplishment to people.

4. Growing peer pressure and personal pride are maintaining NIF’s standards and both are other
sources of behavior change. More than one worker has said, "I don’t want to be the one who
wrecks NIF’s safety record!" Workers are becoming committed to NIF’s safety goals.

COULD NIF DO BETTER? A LOOK AT THE LITERATURE AND
WHAT THE EXPERTS SAY ABOUT HUMAN ERROR AND CULTURE

In this section, we will examine what safety industry experts, psychologists, and sociologists have
said about (1) the factors that influence human and organizational error and (2) the relationship 
productivity and safety. At the end of each section, we will grade NIF in these areas.

The Factors That Influence Human and Organizational Error

At the beginning of the paper we mentioned that some authors believe that even the simplest of
organizational systems are so complex that people cannot anticipate all the interactions--making
accidents inevitable.4 In part, the argument is cogent because they put accidents in the context of
organizational systems.5

But we would argue that accidents--like production--are controllable. And with the mind-set that
accidents are "perfectly" controllable comes extraordinary safety records--records of zero accidents
for remarkably long periods of time.

We consider human error simply as an action that has an unintended consequence and is roughly
equivalent to an accident.6 We agree that in some sense the error is the action that leads to an event or
accident.7 But for conciseness we will continue.to use the terms error and accident interchangeably.

Because the scope of accident analyses have widened considerably in recent years, we need to
consider another term---organizational error--a type of error that always has existed, but not
recognized as such. Such errors occur when the "aggregated activities of an organization’s members



lead to an unintended consequence.’’8 Reason (1997) explains the distinction between human and
organizational error in the following way.

Organizational accidents have multiple causes involving many people
operating at different levels of their respective companies. By contrast,
individual accidents are ones in which a specific person or group is often both
the agent and the victim. The consequences to the people concerned may be
great, but their spread is limited. Organizational accidents, on the other hand,
can have devastating effects on uninvolved populations, assets and the
environment. (pg. 1)

Reason argues that the difference between individual and organizational errors is one of extent and
degree.9 Unfortunately, we believe this definition provides justification for shielding upper-level
managers from culpability, even from small accidents.

We believe that a human error/accident is a cultural incident. For us, a culture is an interconnected
nexus of human influences. This premise means that people do not work in isolation. They are
influenced by "many people, operating at different levels" in their organization. This perspective
leads one to conclude that every human error-related accident is an organizational accidentl° that
could be prevented.

What Is NIF’s Grade on Dealing with Organizational Errors?

Has NIF internalized the Concept of an organizational accident? Not completely throughout the
organization. But it is getting there. Procedures are in place to quickly conduct incident investigations.
Classes are taught that include the notion of organizational error. We mentioned earlier the incident
when a worker injured his finger when he caught is ring on a truck. NIF did not respond by saying
that it was worker error. It responded as if it had committed an organizational error. NIF reacted by
instituting a new safety policy restricting wearing of rings.

The Relationship of a Safety Culture on Productivity

Up to this point, we have talked about human error and accidents in the context of safety. But human
error can also express itself in poor quality and reliability.

Using the productivity and accident data from almost 14,000 companies, the American Engineering
Council concluded that onthe average, the "safe" factory is eleven times more likely to be a
"productive" one than an unsafe one is. 11 Many world-class safety companies, like DuPont, preach the
dogma that safety and productivity are inextricably linkedJ2

People have recognized that there are special organizations that have become remarkably reliable.
They have been called High Reliability Organizations (HROs) and defined as ones that conduct tens
of thousands of high-consequence operations, essentially error freeJ3 What are they like?

These organizations differ from those analyzed in most of the literature. They
seem to have designed their operations around the idea that their task
environments present a continual, active threat to safety. The absence of any
surprise over a long period of time creates not a feeling of complacency but
anxiety that their error-seeking mechanisms are decaying. (Roberts 1993, p. 27)



HROs have demonstrated that accidents are controllable through a systems approach.14 HROs (as well
as most world-class safety companies) exhibit an extraordinary ability to understand their capacity to
achieve their goals. At the slightest hint that their goals are not being achieved, they engage change.
They adapt)5

They adapt by using the principles that shape a culture and influence personal behavior. Some would
say that this shows "organizational wisdom.’’16 This is best explained by looking at how an HRO
reacts to a problem. Say a seal ori a pump breaks because a worker failed to perform routine
maintenance. An organization could simply react to the poor maintenance practice by punishing the
worker and writing a new procedure. An HRO would try to understand the principle behind the
failure. HROs and world-class safety organizations ask, "What was the root cause of the incident?"
What were the organizational factors? To create an HRO or world-class safety organization, leaders
must deal not only with their technical challenges, but also the forces that influence a culture and
organizational error)7

What Is NIF’s Grade on Dealing with Safer3’ Culture and Productivity?

Has NIF tied reliability to safety?Perhaps--but improvement is still possible. There are mechanisms
for tracking incidents. For example, when an incident occurs, whether it results in damaged
equipment or a personal injury, the same reporting process is used. NIF has a computerized database
in which corrective actions are tracked. NIF has put in place a work authorization and safety analysis
process that tightly couples work and safety performance. When an incident occurs, NIF aggressively
pursues the root cause and is willing to make organizational changes. NIF’s recent technical
performance achievements--as well as its safety accomplishments--reinforce the notion of the close
relationship of safety and productivity.

SUMMARY: A FINAL FOOTNOTE ON NIF

So where is NIF in its safety history? Is it a world-class safety organization? Is it a High Reliability
Organization? Is it a world-class safety organization?

Not yet. NIF has a good safety record for now. But HROs and organizations with world-class safety
records tend to be very mature organizations. If a gap analysis were done comparing NIF and an
HRO/world-class safety organization, we would see that many of the necessary formal structures are
in place, but their implementations are uneven. .

Because of its youth, NIF has little history to look back on. An HRO is always looking over its
shoulder, afraid that an accident or catastrophe might happen. It is continually at work on shoring up
its defenses. Roberts (1993, p. 27) wrote that HROs behave as if"the absence of any surprise over 
long period of time creates not a feeling of complacency but anxiety that their error-seeking
mechanisms are decaying."

But contrary to those who believe that accidents are a normal outcome in a complex organization, we
believe the cultural factors leading to safe performance are controllable. With a 2.5 million safe-hour
record, NIF has proven that. To sustain its safety record, NIF still needs to make sure that its error-
seeking mechanisms do not decay.



ENDNOTES

1 Several people make this argument either directly or indirectly (Guastello 1995; Perrow p. 5, 1999;

Dumas p. 240, 1999). In his book, Perrow explains, "The odd term normal accident is meant to signal
that.., multiple and unexpected interactions of failures are inevitable." Whether or not line managers
give credence to Perrow’s conclusion (that accidents area normal course of doing business) will
determine how they structure their organizations, lead their people, and prioritize their resources.
Furthermore, the organizational belief that accidents are inevitable will set in motion a culture that
insidiously influences how workers conduct themselves and manage their personal work.

2 Those hours represent over two years without a Lost Work Case (LWC).

3 Individual, team, and organizational factors form the basis of an organization’s culture. If this

cultural triad is important to organizational performance, can training optimize it? Guzzo and Dickson
(1996) documented the positive performance value of incorporating individual, team, and
organizational factors into training regimes (Popper and Lipshitz 1998; Zohar 2002).

Others (Helmreich, Wilhelm, Klinect, and Merritt 2001) have looked more specifically at the value 
Crew Resource Management (CRM) on error management. CRM is a training method directed 
enhancing how individual, team, and organizational factors improve performance. Helmreich and his
associates contend that putting CRM in the framework of error recognition, avoidance, and
managementwill promote awareness Of an organization’s commitment to safety.

4 Their argument is buttressed by others (Heinrich 1959; Hoyos and Zimolong 1988), who continue

the argument by trying to statistically link accidents and catastrophes.

s Perrow only gives us examples of systems. He talks about the inputs and outputs of systems. But to

our minds, inputs and outputs alone do not define a system. For us, a system is more than its raw
materials, processes, and final products.

Medina (1981) provides a more Useful definition. She argues that, at a minimum, a system must have
(1) inputs, (2) throughputs, (3) outputs, and--importantly--(4) an "intelligent" controller---one 
has a goal, monitors error in the system, and corrects the errors. To Medina--and to us--a car without
a driver is not a system. For example, an air carrier has its own air traffic control system because the
system has goals, which the air carrier attempts to optimize in an intelligent--if not
cooperative--fashion. On the other hand, the Federal Aviation Administration’s National Air Space
does not. To use an overworked analogy, the FAA simply tries to "herd" theair carriers. For an
organization to be a system, it must not only have goals (safety and efficiency), but an intelligent
controller, a CEO who has a vision of having zero accidents and high reliability.

Will an intelligent controller inevitably make mistakes and have accidents? This is where we begin to
diverge with Perrow, who would argue that accidents and catastrophes are a sine qua non of a
complex organization. But, for us, complexity is not the issue. We believe that Perrow creates a self-
fulfilling prophecy. Leaders and workers with the mind-set that accidents are inevitable
will--inevitably--have accidents.



6 The psychology of human error has been studied for over a hundred years (Zimbardo and Gerrig

1996, p. 13). Accidents and safety have been researched from a business perspective for almost that
long. Though the term "organizational error" is relatively new (Rasmussen 1990; Reason 1990b), the
notion that factors within a complex system can contribute to an accident has been around for a
number ofyears (e.g., Rasmussen, 1981)--and even longer if we consider the AEC’s 1928 study.

7 Perrow asks, "If we have a well designed system, what, then, is left to cause accidents? One obvious

possibility is human error (p. 133)." Our rejoinder counters with, "What, then, causes human error?"
We will reengage that question and answer it when we talk about culture.

s These "aggregated activities" (Farish 1999) may have delayed consequences; hence the term "latent

organizational errors" was coined (Grabowski and Roberts 1996; Reason, 1990a and b). These errors
might result from inadequate maintenance practices that lead to time-delayed failures.

Latent errors might result from poor designs that later on force operators to improvise solutions
(Vincente and Rasmussen 1992). Similarly, catastrophes may result from prior, inadequate risk-
management strategies, of the type that led to the Space Shuttle Challenger accident (Baron and Pat6-
Cornell 1999).

9 Perrow views an accident asan event in and of itself. However, taking a more holistic view of

accidents can create some interesting insights. Consider this definition proposed by the American
Engineering Council (AEC) (p. 9, 1928). "A physical accident must be looked at, not as a thing 
itself, but as evidence of an inability to harness and control the forces of production. When industrial
forces are brought under perfect control there will not only be a maximum of production, but the
unexpected, that is, accidents, will not happen; and conversely, when accidents cease to happen it is
probable that the cause may be looked for in an industrial organization (system) so well adapted to the
problem in hand that the maximum of production is being secured."

10 Weick (1989) argued that High Reliability Organizations believe "even when human error does

occur, the root cause is considered to lie with the organization as a whole rather than being displaced
onto the erring task group or individual." This is not a unique view. The nuclear, construction, and
transportation industries are dealing with the misconception that the root cause of an accident is
always human error and that it is essential to examine the organizational contributing factors (Goglia
1998; Abdelhamid and Everett 2000). Even event-tree, risk analyses are beginning to systematically
incorporate organizational factors into estimating the occurrence of errors and accidents (Heslinga
and Stassen 1992; Modarres, Mosleh, and Wreathall 1992; Weick 1993; U.S. Forest Service 1994;
Stanton 1996).

HROs, including those with world-class safety records, have achieved their status by firmly believing
that all levels of an organization can determine how one individual acts. HROs have leveraged that
belief by controlling the factors that lead to accidents.

H The data in the AEC (1928, p. 30) study convince us that accidents can be controlled--if not

directly--at least indirectly by merely controlling the production culture. This conclusion means we
do not have to be at the mercy of an opaque, complex system--one that is inherently
uncontrollable--as Perrow would have us believe.



12 Since we have found no other study that questions the methods or disputes the findings of this

document, we offer the study’s recommendation to today’s CEOs. "In every one of these cases
(companies showing a relationship of productivity to safety) the result has been not casual and
accidental; it has been the result of long-continued, careful effort; it has been obviously the carrying
out of an executive policy. The executive had not only an interest, but a vision of safety and a
growing belief in the possibility of realizing it, and he went to work to attain it through the peculiarly
effective ways that are known to executives." (AEC 1928, p. 7, parentheses added)

13 Grabowski and Roberts (1996), Roberts (1993), Roberts et al. (1994), and Chiles (2001) 

carefully studied these organizations.

14 What sets HROs apart is that HROs take the systems approach to safety to a level higher than most

organizations--and in a fashion similar to those described by the AEC in 1928. In his book Inviting
Disaster (2001), Chiles concurs with the HRO researchers, writing that "people can safely handle just
about any risky business if they organize themselves in a principled fashion. Those few key elements
(are): a priority on safety from top to bottom; deep redundancy so the inevitable errors 
malfunctions are caught in time; a structure that allows key decisions at all levels; workers who keep
their skills sharp with practice and emergency drills; and a premium on learning lessons from trials
and errors." (p. 62, parentheses added) To be certain, some of the organizations that have been studied
under the rubric of HRO have safety records that fall outside the range of what might commonly be
considered "world-class." To their defense, many of the HROs studied, like naval air carriers, are
forcedto run on the very edge of human performance. But what is common to both HROs and those
companies with world-class management systems and safety records is their cultural commitment to
control errors through disciplined management (Sullivan and Harper, 1996).

is They adapt by using the basic principles of a system architect (Rechtin 1991). That is, HROs learn

through carefully constructed and managed error sensing and correcting systems.

16 Do they have "organizational wisdom"?Do they use band-aids? Or do they use principles? To

answer these questions, we turn to what is known about "managerial wisdom." Bigelow (1992, p.
146) believes that "the essence of managerial wisdom lies not simply in a person’s knowledge, but in
a person’s ’meta-awareness’ of knowledge and its limitations, and the corresponding ability to deal
with ill-defined problems." Meta-awareness makes reference to the principles that underlie a
phenomenon.

~7 The inability of managers and workers to understand these risks and interdependencies and

interrelationships results in a safety system breaking down (Thomen, 1991; Bennett 1994; Souter
1996). If an organizational architect focuses only on "developing mechanisms by which human error
can be corrected and ignores the sources and causes of the errors, the system will never function at an
optimal level" (Nieves and Sage 1998).
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